
What Determines the Ice Polymorph in Clouds?
Arpa Hudait and Valeria Molinero*

Department of Chemistry, The University of Utah, 315 South 1400 East, Salt Lake City, Utah 84112-0850, United States

ABSTRACT: Ice crystals in the atmosphere nucleate from
supercooled liquid water and grow by vapor uptake. The
structure of the ice polymorph grown has strong impact on the
morphology and light scattering of the ice crystals, modulates
the amount of water vapor in ice clouds, and can impact the
molecular uptake and reactivity of atmospheric aerosols.
Experiments and molecular simulations indicate that ice
nucleated and grown from deeply supercooled liquid water is
metastable stacking disordered ice. The ice polymorph grown
from vapor has not yet been determined. Here we use large-
scale molecular simulations to determine the structure of ice
that grows as a result of uptake of water vapor in the
temperature range relevant to cirrus and mixed-phase clouds,
elucidate the molecular mechanism of the formation of ice at the vapor interface, and compute the free energy difference between
cubic and hexagonal ice interfaces with vapor. We find that vapor deposition results in growth of stacking disordered ice only
under conditions of extreme supersaturation, for which a nonequilibrium liquid layer completely wets the surface of ice. Such
extreme conditions have been used to produce stacking disordered frost ice in experiments and may be plausible in the summer
polar mesosphere. Growth of ice from vapor at moderate supersaturations in the temperature range relevant to cirrus and mixed-
phase clouds, from 200 to 260 K, produces exclusively the stable hexagonal ice polymorph. Cubic ice is disfavored with respect to
hexagonal ice not only by a small penalty in the bulk free energy (3.6 ± 1.5 J mol−1 at 260 K) but also by a large free energy
penalty at the ice−vapor interface (89.7 ± 12.8 J mol−1 at 260 K). The latter originates in higher vibrational entropy of the
hexagonal-terminated ice−vapor interface. We predict that the free energy penalty against the cubic ice interface should decrease
strongly with temperature, resulting in some degree of stacking disorder in ice grown from vapor in the tropical tropopause layer,
and in polar stratospheric and noctilucent clouds. Our findings support and explain the evolution of the morphology of ice
crystals from hexagonal to trigonal symmetry with decreasing temperature, as reported by experiments and in situ measurements
in clouds. We conclude that selective growth of the elusive cubic ice polymorph by manipulation of the interfacial properties can
likely be achieved at the ice−liquid interface but not at the ice−vapor interface.

1. INTRODUCTION

Ice crystals in the atmosphere are mostly nucleated from
supercooled liquid water1−5 and grown by uptake of water
vapor.6−11 The structure of atmospheric ice is still
debated.12−17 Hexagonal ice (ice Ih) is the thermodynamically
stable crystal of water at ambient pressures; it consists of
identical water layers stacked in the ABABAB sequence
perpendicular to the hexagonal axis. Cubic ice (ice Ic), a
hypothetical metastable polymorph of ice I first proposed by
König,18 instead packs the same layers in the ABCABC
sequence. Ice Ic has not yet been synthesized in experiments.
The free energy difference between the cubic and hexagonal
polymorphs must be less than 8 J mol−1,19 the experimental
cost of creating a cubic deformation stacking fault in hexagonal
ice.20 This is supported by simulations with various water
models, which predict a free energy difference less than 9 J
mol−1 between the cubic and hexagonal polymorphs.21−23 The
nucleation and growth of ice from deeply supercooled liquid
water results in a metastable stacking disordered poly-
morph,12,13,17,24−44 previously misidentified as cubic ice.
While plenty of studies have focused on the structure of ices

grown from liquid, little is known about the structure of ices
grown from vapor.
Measurements of vapor pressure in ice clouds are usually

used to infer the structure of atmospheric ice crystals.14,15,45 In
situ measurements of water vapor in the upper troposphere
reported negligible supersaturation with respect to the
equilibrium vapor pressure of hexagonal ice in contrail and
ice clouds at temperatures above 200 K. Elevated super-
saturation was only reported below 200 K.16,46,47 However,
recent measurements in laboratory-created cirrus clouds report
saturation vapor pressures matching those of hexagonal ice,
without any temperature dependence.48 It has long been
assumed that excess vapor pressure of atmospheric ices is
indicative of cubic or stacking disordered ices.12−15,49 A recent
assessment of the free energies of stacking faults and defects in
ice, however, indicates that changes in cubicity (fraction of
cubic sequences) of ice have very little impact in its vapor
pressure.19 Defects such as ice−liquid and ice−vapor interfaces

Received: May 20, 2016
Published: June 29, 2016

Article

pubs.acs.org/JACS

© 2016 American Chemical Society 8958 DOI: 10.1021/jacs.6b05227
J. Am. Chem. Soc. 2016, 138, 8958−8967

pubs.acs.org/JACS
http://dx.doi.org/10.1021/jacs.6b05227


may be responsible for the dispersion in vapor pressures
observed in ice synthesized from liquid or amorphous ices at
very low temperatures.19 The rare circular Scheiner’s halo has
been considered as indirect evidence of transient cubic ice in
the upper atmosphere50−52 but could also be due to
polycrystalline hexagonal ice.53 To date there is no direct
evidence of cubic ice in the atmosphere, and the structure of
atmospheric ice has not yet been fully established.
The structure of the ice polymorph is reflected in the

symmetry of the ice crystals. Ice crystals in the atmosphere, as
well as those grown from vapor in laboratory above 230 K, are
predominantly of hexagonal symmetry, suggesting that the
polymorph is ice Ih.

7,54,55 Interestingly, a significant fraction of
ice crystals of trigonal symmetry is obtained from clouds and
laboratory experiments at temperatures below 190 K.54,56−59

The trigonal morphology of ice crystals in cold clouds has been
attributed to the presence of cubic stacking sequences.57,58 The
supersaturation of the vapor likely determines the mechanism
of layer formation and may affect the resulting ice polymorph
through the kinetics of growth and the thermodynamics of
interfaces and defects. It has been suggested that water vapor
deposition at screw dislocations in ice results in formation of
cubic ice clusters that introduce stacking faults in ice.60 Indeed,
a scanning tunneling microscopy (STM) and atomic force
microscopy (AFM) study of ice grown from low super-
saturation vapor at 140 K found that cubic ice clusters formed
when existing hexagonal clusters coalesced at a screw
dislocation.61 Cubic ice clusters, however, did not nucleate
directly from the vapor.61 The evolution in morphology of ice
crystals from hexagonal symmetry at warmer temperatures to
trigonal symmetry at colder temperature points to a temper-
ature dependence of the structure of ice grown by vapor
uptake.62,63 In other experiments, stacking disordered frost ice
was created at temperatures between 160 and 240 K from vapor
at conditions of extreme supersaturation.12 To date, there has
not been yet a direct experimental determination of the
polymorphs of ice that grows by uptake of water vapor at
atmospherically relevant conditions.
In this work we use large-scale molecular simulations with

the computationally efficient mW water model64 to determine
the structure that results when ice is grown from the vapor at
temperatures from 200 to 260 K, a range relevant to cirrus and
mixed-phase clouds.65−73 We investigate the mechanism of
layer formation in ice and compute the difference in free energy
of hexagonal and cubic ice order at the ice−vapor interface. Our
results indicate that the crystal that grows by uptake of water
vapor in mixed phase and cirrus clouds is hexagonal ice, the
stable polymorph. We find that hexagonal ice is not only
favored over cubic ice by a small difference in bulk free energy
but also by a ∼20 times larger free energy difference, of
entropic origin, at the ice−vapor interface.

2. METHODS
2.1. Model and Simulation Settings. We model water with the

monatomic model mW, which represents each water molecule as a
single particle that interacts through anisotropic short-range potentials
that mimic hydrogen bonds.64 mW is 180 times computationally more
efficient than fully atomistic water models,64 yet it accurately
reproduces the structure of water in the liquid, amorphous, and ice
states, as well as the thermodynamics and microscopic mechanisms of
crystallization of water and the structure of the premelted layer at the
vapor interface.23,28,29,39−42,64,74−93 mW predicts that hexagonal ice is
the most stable bulk ice I polymorph,23,64 with a melting temperature
of 273 ± 0.5 K20 (see refs 94−96 for the full phase diagram of mW

water) and reproduces the experimental cost of creating a pair of cubic
layers in hexagonal ice (8 J mol−1 in experiments20 vs 9.7 ± 1.9 J mol−1

in simulations).19

All molecular dynamics simulations of this work are performed
using LAMMPS.97 The equations of motion are integrated with the
velocity Verlet algorithm using a time step of 10 fs. Periodic boundary
conditions are implemented only in the directions of the plane of the
ice−vapor interface (the xy plane). The bottom two layers of the ice
slabs are fixed to emulate the presence of bulk ice, as previous
simulations have shown that the density profile of ice is already bulk-
like 10 layers beyond the ice−vapor surface.92 In the z direction, the
cell is nonperiodic; the vapor region is terminated by a reflective wall
at about 10 nm from the ice surface. The temperature and pressure are
controlled with the Nose−Hoover thermostat and barostat with time
scales 25 and 50 ps, respectively, except when otherwise is indicated.
The pressures in the x and y directions are controlled independently
and set to 1 bar. Because ice has a very low compressibility, the results
would be the same if the lateral pressure were set to the vapor pressure
(which is 0.5 mbar at 298 K for the mW model and has the same
temperature dependence as in the experiment).98 The rigid part of the
slab contracts and expands as a whole in the direction tangential to the
ice−vapor interface following the small fluctuations of cell dimensions
controlled by the barostat. No barostat is applied in the nonperiodic z
direction.

2.2. Identification of Hexagonal and Cubic Ice at the Ice−
Vapor Interface. We identify ice with the CHILL+ algorithm99

extended to identify the polymorph of ice for 3-coordinated water
molecules at the ice−vapor surface. To identify hexagonal and cubic
ice at the ice−vapor interface, we compare the structure of the vapor-
exposed layer to the one of the layer below, which we call the template
layer. The alignments of two consecutive water layers in a cubic (C)
and hexagonal (H) ice interface are shown in Figure 1. We first find all

6-membered water rings in the interfacial layer. This search is
restricted to first neighbors, within 3.5 Å, of all the water molecules at
the interface. Interfacial water molecules that belong to 6-membered
rings are classified as ice and the others as liquid. In the case of
hexagonal ice, the molecules that belong to consecutive layers are
exactly aligned, and each surface molecule has three aligned neighbors.
In cubic ice, there are equal numbers of aligned and unaligned
molecules with the underlying layer. We utilize this difference in
molecular arrangement to identify cubic and hexagonal order at the
ice−vapor interface. First, we loop through all the water molecules that
are part of the 6-membered ring to identify if they are aligned with a
molecule in the template layer. If we find a molecule in the template
layer within 1 Å of the molecule of interest in the x and y plane, we
classify it as aligned; otherwise, we classify it as unaligned. A water
molecule is considered part of an H surface if the following conditions
are satisfied: (1) The central molecule is aligned and has at least two

Figure 1. Snapshots of two consecutive layers in cubic (left) and
hexagonal (right) ices, used to identify the C and H interfaces. The C
surface corresponds to the (111) plane of ice Ic, whereas the H surface
corresponds to the basal or (0001) plane of ice Ih. The top layer is
shown in blue, and the bottom layer is shown in red. Consecutive
water layers are overlaid at the H surface, whereas they are shifted
relative to one another in a C surface. Transformation of C to H can
be achieved by a collective translation of 2.54 Å of the top layer (blue)
relative to the bottom (red) layer.
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neighbors that are aligned. (2) Each of the neighbors has at least two
neighbors that are aligned including the central molecule. Interfacial
cubic ice C consists of both aligned and unaligned molecules. A surface
molecule that is aligned is classified as C if the following conditions are
satisfied: (1) The molecule of interest has at least two unaligned
neighbors. (2) Each of the unaligned neighbors has at least two
neighbors that are aligned, including the central molecule. Likewise, a
molecule that is unaligned is classified as C if the following conditions
are satisfied: (1) The molecule of interest has at least two aligned
neighbors. (2) Each of the aligned neighbors has at least two neighbors
that are unaligned, including the central molecule.
2.3. Stability of Ice−Vapor Interfaces. To investigate the

stability of the cubic ice−vapor interface, we evolve molecular
dynamics simulations of cubic ice exposing a large area, 21.3 nm ×
18.5 nm, of a (111) crystal plane to vacuum at constant temperatures
(260, 240, and 220 K) while keeping the pressure at 1 atm in the
directions perpendicular to the surface. The ice slabs have 14 water
layers, each consisting of 6-membered puckered rings of hydrogen-
bonded water molecules in the direction perpendicular to the interface.
To assess the stability of cubic ice−vapor interface at lower
temperatures, 180 and 200 K, we evolve an interface of the same
size with cubic ice present only in a fraction of the surface, with the
rest being hexagonal ice. These simulations are evolved in the NpT
ensemble for times up to 400 ns.
The potential energy of ice interfaces is computed from simulation

cells of ice Ih and ice Ic with 14 layers and an area of 21.3 nm × 18.5
nm in the direction perpendicular to the basal or (111) plane,
respectively, to which we add a vacuum slab in the direction
perpendicular to the basal or (111) planes. The C layer on top of bulk
ice Ih is generated by shifting the top H layer by 2.54 Å (see Figure 1).
The energies of the systems are then minimized, and the potential
energies of the water molecules at the vacuum interface and the layer
below are recorded and averaged per layer. We evolve the slab of cubic
ice exposing the (111) plane at 240 K, conditions for which the C
termination transforms into the H surface after 10 ns (see section 3.1).
From that simulation we compute the average potential energy of the
C interfacial layer during the first 10 ns before it converts and the
average energy for H during the last 10 ns after it has fully converted.
2.4. Vapor Deposition. To investigate the polymorph of ice that

results from constant rate molecular dynamics deposition simulations
of water in well-defined ice faces, we construct two sizes of simulation
cells that expose the basal (0001) plane of hexagonal ice or the (111)
plane of cubic ice to the incoming water molecules. The largest cell
exposes a surface of area of 21.3 nm × 18.5 nm to the vapor; the
smallest exposes a 10 nm × 10 nm area. Both are initially 14 water
layers deep, with the two bottom layers fixed. The ice slabs are in
contact with a 10 nm thick vapor slab in which water molecules are
created at 5.3−5.8 nm above the surface with random initial velocities
toward the ice surface that range between 0.35 and 0.85 nm ps−1,
corresponding to temperatures of the individual molecules between 81
and 521 K, to produce a mean temperature of the deposited molecules
close to 300 K. The deposited gas molecules do not have momentum
in the x and y direction. The deposition simulations are performed at
constant volume and with the temperature controlled by a Nose−
Hoover thermostat with a slow relaxation time of 25 ps to allow for
flow of thermal energy after each condensation event. Sixteen water
molecules are deposited every 100 ps on the large 21.3 nm × 18.5 nm
ice surfaces. To analyze the effect of deposition rate, we deposit water
molecules in the 10 nm × 10 nm surfaces at rates that range from 4
molecules every 100 ps to 4 molecules every 2 ps.
The average thickness δDLL of the nonequilibrium disordered liquid-

like layer (DLL) that results from high deposition rates is determined
by first computing a histogram of molecules classified as liquid with
CHILL+99 binning the simulation cell in 1 Å slices parallel to the ice−
vapor surface. To measure the increased density of liquid due to
presence of the DLL, we estimate the full width at half-maximum of
the density profile of liquid molecules at the ice−vapor interface at
each snapshot and take a time average of the width of the DLL over all
the snapshots.

2.5. Free Energy of Transformation between Hexagonal and
Cubic Order at the Ice−Vapor Interface. To compute the free
energy of transformation between H and C states at the ice−vapor
interface we investigate two types of systems. The first class of systems
consists of an extended ice Ih surface (same as in section 2.4, with 14
layers of ice (bottom two fixed) and with an area of 21.3 nm × 18.5
nm exposed to the vapor) on top of which there is a one-layer disc of
ice with a radius of 2.5, 3, or 4 nm (containing 260, 410, and 658 water
molecules, respectively) and which is initially in the C configuration
with respect to the ice Ih below. We evolve the cell with the smallest
disc for 1 μs at both 260 and 220 K and collect the statistics of the
number of H and C molecules in the surface ice cluster every 50 ps,
discarding the first 3 ns. The cells with the larger discs were evolved
for 200 ns at 260 K. From the population statistics of H and C we
compute the 2D probability distribution histogram P(NHEX, NCUB),
where NHEX and NCUB are the number of water molecules in the disk
in hexagonal and cubic ice configurations. The histogram is
constructed by binning with ΔN = 8. From this histogram we
compute the free energy landscape as the 2D potential of mean force
(PMF):

Δ = −G N N RT P N N( , ) ln ( , )HEX CUB HEX CUB (1)

where R is the universal gas constant and T is the temperature. We use
the same procedure to investigate the relative stabilities of H and C
surfaces for the second ice−vapor surface: a periodic ice Ih slab with 14
ice layers (bottom two fixed) and a 4.6 nm × 5.3 nm basal area (∼280
water molecules) exposed to vacuum. We evolve this simulation cell
for 18 μs at 260 K, computing the number of molecules with the order
of cubic ice, hexagonal ice, and liquid at the surface every 50 ps. We
compute the PMF for the first and second half of the 18 μs simulation
and report the average as the free energy and half the difference as the
error bar.

3. RESULTS AND DISCUSSION
3.1. Ice Grown from the Vapor Is the Stable,

Hexagonal Polymorph. We perform large-scale simulations
of growth of ice exposing the basal plane using constant
deposition rate simulations at 220, 240, and 260 K, the
temperature range relevant for ice crystal growth in cirrus and
mixed-phase clouds. Under these conditions, all thermalized
water molecules that reach the surface of ice stick to it, in
agreement with previous simulations.100,101 The slowest rate of
uptake used in this study is 1.17 cm s−1, which corresponds to
0.4 molecules deposited per nm2 ns (i.e., it takes 25 ns to build
a single layer of ice in the simulation slab that exposes an area
of 395 nm2). This rate of deposition is much faster than
expected from experimental vapor pressures; it would take ∼10
μs to grow a single layer of ice in the simulation cells at the
experimental equilibrium vapor pressure at 260 K14 and even
longer at lower temperatures. Growing ice at a deposition rate
that would correspond to the experimental vapor pressure is
computationally impractical, even with the very efficient water
model of this work.
The simulations show that water vapor uptake at 220, 240,

and 260 K always results in growth of hexagonal ice, regardless
of whether the substrate is the cubic or hexagonal polymorph.
The processes of formation of a new layer at 260 and 220 K are
illustrated in Figure 2. Water molecules deposited on top of a
complete ice layer diffuse through the surface and coalesce into
one layer thick small clusters. These ice islands grow by
accretion of individual molecules and by consolidation with
other islands. In agreement with optical microscopy experi-
ments,102,103 we do not observe the formation of multilayer
clusters at the surface.
Deposition at relatively warm temperatures, 240 and 260 K,

results in small surface clusters that fluctuate between liquid
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(L), cubic (C), and hexagonal (H) order by small collective
translation of the molecules during the initial stages of layer
formation. The collective fluctuations between H and C order
become increasingly rare as the clusters grow larger. For
example, surface clusters with more than 350 molecules are
primarily comprised of hexagonal ice in equilibrium with liquid
at the island boundary, while the occurrence of cubic ice is rare
and short-lived. As the ice islands grow, they always favor the H
interfacial order, which grows into a full H layer by adsorption
of water from the vapor (Figure 2). The result is that ice grown
from the vapor at relatively warm temperatures is exclusively
hexagonal.
Deposition of vapor at 220 K also results in small C and H

clusters. Different from the evolution at warmer temperatures,
at 220 K the C and H orders do not interconvert in the time
scales of the deposition: the clusters grow in size forming
contiguous C and H islands mediated by contact lines made of
5-, 7-, and 8-membered rings19,30,77 (see lower panels of Figure
2). Transformation of C to H at these cold temperatures occurs
not by the nucleation of H order in C clusters observed at the
warmer temperatures but through displacement and reduction
of the contact line between neighboring C and H domains. The
final result of vapor deposition at relatively cold and warm
temperatures is nevertheless identical: the growth of hexagonal
ice layers.
To address whether the surface of ice would be purely

hexagonal at the even lower temperatures relevant for cirrus
clouds,104−106 we prepare hexagonal ice exposing to vacuum a
basal plane that was initially 45% C and 55% H. The
transformation of all cubic order the surface into H takes less
than 0.5 μs at 200 K, significantly less than the time required to
deposit this layer with the vapor pressures occurring in the
atmosphere. The C → H transformation is slower at 180 K;
nevertheless, we observe an advance in the conversion of C to
H within hundreds of nanoseconds. We conclude that at
temperatures relevant for cirrus cloud formation growth of ice
by vapor uptake from high supersaturation environments will
result in the stable crystal polymorph.
The results above indicate that a hexagonal-terminated ice

interface is more stable than a cubic-terminated one. To

provide insight on the degree of metastability of cubic
terminated interfaces, we investigate the C→ H transformation
starting from large, periodically replicated, all-C surfaces on top
of ices Ic and Ih at temperatures relevant to ice or mixed-phase
clouds, from 260 to 200 K. We find that a C interface is
effectively unstable at 260 K, irrespective of the substrate
polymorph: the all-C layer transforms immediately (within 1 ns
in the simulations) into an H layer by a process akin to spinodal
decomposition. This implies that the nucleation barrier
between the C and H states at 260 K is lower than or
comparable to the thermal energy. Free energy calculations in
section 3.2 verify this interpretation. At 240 K (Figure 3), the C

→ H transformation occurs through nucleation and growth of
H patches, with a short induction period of about 10 ns.
Defects consisting of coupled 5-, 7-, and 8-membered rings,
which have been previously reported to form at the boundaries
between C and H order within an ice layer,19,30,77 first appear in
the top C layer and surround the patches of H order within the
outermost layer of ice. The H patches in the top ice layer are
short-lived during the induction period (see subcritical H
patches in panel I of Figure 3). Eventually, an H patch of critical
size forms and grows, irreversibly transforming the upper layer
of ice from C to H order (Figure 3, panels II and III). At
temperatures of 220 K and colder, the induction period to
produce critical-sized hexagonal patches is too long for our
simulations; however, we have shown above that when H and C
surface patches are in coexistence at 220 and 200 K, there is an
irreversible transformation toward an all-H interface. These
results imply that even if cubic interfaces were to form (e.g., by
growth of stacking disordered ice from supercooled liquid or at
a screw dislocation), the exposition of a cubic terminated ice
surface to the vapor would result in an irreversible albeit may be
very slow transformation to a hexagonal interface.
It may be expected that if ice were grown from vapor with a

rate of water deposition higher than the rate of accommodation
of the molecules into the crystal structure, a disordered
nonequilibrium liquid layer would form on the surface of ice.
This poses the question of whether ice covered with a
disordered liquid-like layer grows stacking disordered, as is the
case for ice grown from deeply supercooled liquid water in
experiments.13,19,28,29,76,81 In previous work we showed that the
ratio of cubic to hexagonal layers in ice grown from liquid is
mostly controlled by kinetics, but it is also modulated by the
small free energy preference for hexagonal ice in the bulk23,29,64

Figure 2. Progression of formation of a new ice layer by deposition of
water vapor at 260 and 220 K at 27, 58, 93, and 100% completion. The
new water layer is represented with blue sticks, and the ice layer below
is represented with red sticks. Small C clusters exist in the initial stages
of deposition at 260 K, but only H order remains when the deposition
of a layer is complete (100%). C clusters survive to larger sizes along
the deposition process at 220 K, and they are still noticeable when the
system reaches 100% coverage. However, C patches continue to
transform into H order even as new layers are deposited on top,
resulting in the fully hexagonal layer shown here.

Figure 3. Transformation of a cubic layer C on top of Ic into a
hexagonal layer H at 240 K by nucleation and growth of patches of
hexagonal order. The snapshots I−III display the upper two layers in
the system after 12, 23, and 50 ns of the simulation, respectively, that
starts with an all-C surface. The upper layer is represented with blue
sticks, and the layer below is represented with red sticks. The
supercritical hexagonal patch (seen first in panel I) grows (panel II)
until the transformation to a hexagonal surface is complete (panel III).
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and at the ice−liquid interface.19 Here we grow ice from vapor
at increasingly higher rates of deposition to investigate whether
under any circumstance the resulting ice is stacking disordered.
Figure 4 shows that when the deposition rate is so fast that the

entire ice surface is covered by disordered water, ice grows with
stacking faults. Under those conditions, a new layer is not
formed by nucleation of islands in contact with vapor but from
the nonequilibrium disordered layer, akin to growth of ice from
liquid.19,24,30−32,74,107,108 A vapor supersaturation of about
16 000 would be needed to reach that scenario. Such extreme
supersaturations are unlikely in the troposphere. However,
supersaturations up to 106−108, forced by gravity waves, are
thought to be possible in the summer polar mesosphere.109,110

Our results suggest that the growth of ice crystals under
conditions of extreme supersaturation in the summer polar
mesosphere will result in stacking disordered ice. Extreme
supersaturations can also be achieved in laboratory experi-
ments. Growth of frost ice at conditions of very high
supersaturation results in stacking disordered ice,12,111 in

agreement with our simulations. In next section we show that
for atmospherically relevant conditions for which the crystal
surface is exposed to vapor, growth of hexagonal ice from vapor
is promoted not only by a very slow rate of growth that favors
the stable polymorph but also by a strong free energy penalty
against cubic ice at the ice−vapor interface, about 25 times
larger than the penalty against cubic ice at the ice−liquid
interface.19

3.2. Thermodynamic Preference for Hexagonal Order
at the Vapor Interface Is Entropy Driven. To understand
the extent by which the ice−vapor interface favors hexagonal
order, and the origin of this preference, we compute the free
energy of the transformation between cubic and hexagonal
order for two type of interfaces: (i) one-layer thick discs of ice
on top of an ice Ih slab and (ii) the periodic surface of an ice Ih
slab. The discs in the first case represent ice islands in the initial
stages of layer formation, while the second case corresponds to
a fully formed, complete ice surface. To collect the statistics
from which we derive the free energy, we evolve long
simulations of one-layer thick ice clusters of radii 2.5, 3, and
4 nm on top of the surface of ice Ih at 260 K, and we compute
the probability distributions of cubic, hexagonal, and liquid
order in these clusters as a function of time. All surface discs
transform from their initial all-C order to H order with a liquid
boundary extremely quickly, within 1 ns. This transformation is
achieved through small translation of the molecules (see Figure
1). The clusters fluctuate in shape and exchange water
molecules with the underlying ice but always remain single-
layer, as we observed in the deposition simulations of section
3.1. Of the three cluster sizes we study at 260 K, only the
smaller one (radius 2.5 nm, with 260 water molecules)
occasionally reverts back to predominantly C order over a 1
μs simulation (Figure 5). Even then, the transformation into C
is not complete; patches of liquid water always surround the ice
(see snapshots in Figure 6).
We compute the free energy landscape for the surface ice

disk as a function of the number of molecules with cubic order,
NCUB, and hexagonal order, NHEX, using the histograms of
populations of cubic (NCUB) and hexagonal (NHEX) ice
collected over the 1 μs simulation of the 2.5 nm disc on ice

Figure 4. Upper panel: Average width of the nonequilibrium
disordered liquid layer (δDLL) on ice that results by water uptake on
the basal plane at 260 K, as a function of growth (deposition) rate.
δDLL increases with the rate of water deposition. When δDLL reaches a
value larger than a water diameter (∼0.3 nm), the ice surface is
covered by liquid, and the ice grows stacking faulted (cyan area in the
figure). The lower panel shows snapshots of ice grown from vapor at
the rates indicated as A, B, and C in the upper panel. Bonds in
hexagonal and cubic ice are shown with green and red respectively, and
liquid is represented as blue balls. The area of growth is 10 × 10 nm2;
20 new layers (above the dashed line) are grown in these simulations.
A is grown at a rate of 3 cm s−1 and results in purely hexagonal ice, B
at a rate of 23.4 cm s−1 and produces 5% cubic layers, and C at a rate
of 58.5 cm s−1 and results in 55% cubic layers. The stacking disordered
ice grown at the fastest deposition rate of this study has random cubic
and hexagonal sequences and is qualitatively similar to the ice grown
from ice exposing the basal plane of hexagonal ice to supercooled
liquid water.13,19,24

Figure 5. Evolution of the number of molecules with cubic (red) and
hexagonal (blue) ice order in a 2.5 nm radius disk at the interface
between hexagonal ice and vapor. The disk contains 260 water
molecules; liquid-like molecules of the disk (those that are not C or
H) are not shown in the plot. The surface disc is prepared as all C and
transforms to an H disk with liquid-like boundaries within 1 ns of the
simulation (not shown). The disc remains predominantly H
throughout the 1 μs time evolution with a small amount of C. The
C-rich cluster is smaller than the H-rich cluster (i.e., the C and H order
coexist with different amount of liquid-like order), and its formation is
a rare event.
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Ih at 260 K shown in Figure 5. The free energy landscape
(Figure 6) displays two minima: a broad deep well
corresponding to predominantly hexagonal ice order sur-
rounded by liquid-like water (about 135−210 H molecules out
of the 260 in the cluster) and a shallower minimum
corresponding to about 60−105 molecules with C order
surrounded by liquid. The free energy difference between these
two minima is 10 kJ per mole of surface discs, in favor of the H-
rich order. These results indicate that the formation of
predominantly hexagonal ice clusters in the early stage of
layer formation (Figure 2) is due to their higher thermody-
namic stability.

Because the C- and H-rich basins of the free energy
landscape of the disk on top of ice Ih have a different number of
liquid-like waters (Figure 6), we cannot extract from these
simulations the free energy cost of transforming a surface water
molecule from hexagonal to cubic order. To overcome this
issue, we evolve a periodic slab of hexagonal ice that exposes to
vacuum the basal plane with ∼280 molecules and which has an
area per cell comparable to the one of the disc of Figures 5 and
6. Different from the transformation pathway in the disc, the
transformation in the periodic surface conserves the amount of
liquid-like water (i.e., the extent of premelting of the surface) at
the C and H basins. We evolve the periodic ice−vapor surface
at 260 K for 18 μs to compute the free energy landscape as a
function of NCUB and NHEX (Figure 7) and extract the free
energy difference between cubic and hexagonal order at the
vapor interface.

The structure of the interface of the periodic ice slab evolves
slowly, by appearance and disappearance of small patches of
cubic order, along the 18 μs of the simulation. Only rarely (15
times in 18 μs), a critical patch of C order nucleates and grows
a cubic ice surface, which rapidly returns to a hexagonal surface.
The free energy landscape (Figure 7) displays two minima
corresponding to the C and H order, each consisting of about
140 molecules. The hexagonal ice termination is thermody-
namically more stable than the cubic ice termination at the ice−
vapor interface by 99.7 ± 12.6 J mol−1 (48.5 ± 6.1 J mol−1 or
0.9 mJ m−2 when all molecules at the interface, including those
premelted, are considered). The 99.7 ± 12.6 J mol−1 free
energy difference between C and H at the vapor interface is the
sum of three contributions: (i) the bulk free energy difference
between cubic and hexagonal ice, ΔGIc−Ih = 4.4 ± 1.5 J mol−1 at

Figure 6. Upper panel: Representative structures of the C, H, and TS
configurations. The underlying hexagonal ice surface is shown with
gray bonds, the hexagonal order in the cluster is shown with blue
bonds, the cubic order is shown with red bonds, and noncrystalline
molecules in the clusters are represented with green balls. The
transition state (TS) configurations contains C and H patches in
coexistence, separated by a line of defects consisting of coupled 5-, 7-,
and 8-membered rings and surrounded by disordered liquid-like water.
The free energy barrier that separates the C- and H-rich basins is
controlled by the difference in free energy between cubic and
hexagonal ice at the surface and the line tension of the C−H boundary
within the cluster and increases with cluster size,19 which is why the
transformation is difficult to sample for large clusters with brute force
simulations. Lower panel: Free energy landscape for the surface disc of
radius 2.5 nm at 260 K. C and H in the landscape point to the local
free energy minima of the C- and H-rich clusters, respectively. The
transition state (TS) signals the top of the free energy barrier that
connects (dashed line) C and H states in the surface cluster. The cubic
region (C) consists of two minima instead of one continuous
minimum because of insufficient sampling of the C basin. The dotted
line shows the relation expected between NCUB and NHEX if there were
no liquid molecules in the cluster.

Figure 7. Free energy landscape of transformation of a periodic basal
surface of hexagonal ice exposed to vapor at 260 K, computed from 18
μs long simulations. The transformation between hexagonal (H) and
cubic (C) order at the surface occurs via nucleation and growth, as
illustrated in Figure 3. Defects consisting of coupled 5-, 7-, and 8-
membered rings and disordered, liquid-like water consist of around
20% of the molecules at the ice−vapor interface and facilitate the
nucleation of the new surface order. Different from the results shown
for the surface cluster in Figure 6, the C and H basins of the periodic
surface contain the same number of ice molecules. The barrier
between the C and H basins in the free energy landscape is controlled
by the line tension between C and H in the same plane and the
difference in free energy between C and H at the interface19 and would
increase with the dimensions of the cell.
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260 K,23 (ii) the free energy cost of creating an interface
between a cubic and a hexagonal layer, ΔGsf = 5.6 ± 1.2 J
mol−1,19 and (iii) the difference in free energy between a cubic
ice−vapor and a hexagonal ice−vapor inter face,
ΔGC/vapor−H/vapor = (99.7 ± 12.6 − 4.4 ± 1.5 − 5.6 ± 1.2) J
mol−1 = 89.7 ± 12.8 J mol−1. The penalty against cubic ice at
the ice−vapor interface is 25 times larger than the one at the
ice−liquid interface, ΔGIc/liquid−Ih/liquid = 3.8 ± 1.8 J mol−1.19

The high free energy penalty of a cubic termination at the
ice−vapor interface is mostly entropic: the difference in
potential energy between a C and H terminated surface with
vapor contributes only 0.9 J mol−1 at 0 K and is
indistinguishable from 0 at 240 K. Neglecting the enthalpic
contribution, we estimate the difference in entropy against the
cubic interface at 260 to be ΔSC/vapor−H/vapor ≈
−ΔGC/vapor−H/vapor/T = −0.35 J K mol−1. We note that the
difference in entropy between the cubic and hexagonal surface
is less than 2% of the one between ice and liquid water at the
melting temperature (19.25 J K mol−1 for mW water,75 in good
agreement with the 22.0 J K mol−1 experimental value).112 As
mW water does not have rotational degrees of freedom,
ΔSC/vapor−H/vapor must originate on a higher vibrational entropy
of the hexagonal interface. A recent DFT study of the relative
stability of bulk cubic and hexagonal ice attributed the higher
stability of hexagonal ice to more anharmonic O−H vibrational
modes in ice Ih than in ice Ic.

113 The mW model correctly
predicts that bulk ice Ih is more stable than bulk ice Ic and
reproduces the experimental cost of creating a stacking fault,
the thermodynamics of ice melting, and the ice−liquid and
liquid−vapor surface tensions.19,23,64,114 However, it may
underestimate the destabilization of cubic ice at the vapor
interface because the only vibrational contribution in the mW
model is from O−O (or center of mass) vibrations. It is an
open question whether differences in vibrational density of
states of the under-coordinated O−H bonds at the ice surface
magnify the free energy difference between hexagonal and cubic
terminated ice−vapor surfaces beyond the value predicted by
mW model. Future calculations with fully atomistic flexible
models are needed to assess the contribution of water rotations
and O−H vibrations to the free energy difference between
cubic and hexagonal ice at the vapor interface.
The presence of structural defects in ice can alter the

morphology of the crystals.57 Hexagonal ice crystals have
hexagonal symmetry.7 Ice crystals with trigonal symmetry have
been observed in the atmosphere, most prominently at
temperatures below 190 K.56,57,59 The trigonal symmetry has
been attributed to the presence of cubic stacking faults in
hexagonal ice.25,56,57,115 Cubic ice layers have been observed in
ice deposited from vapor at temperatures below 150 K.61,116 In
these experiments, hexagonal ice steps first nucleate and grow
at the ice surface, and cubic ice can form upon coalescence of
these steps at a screw dislocation. The experimental free energy
cost of dislocation in ice is 78 J mol−1 in the temperature range
of 150−180 K.117 We expect the free energy cost of a
dislocation to be dominated by enthalpy and not very
temperature-dependent. The cost of the cubic-terminated
interface is 89.7 ± 12.8 J mol−1 at 260 K and it should
decrease strongly with temperature because of its entropic
origin. On the basis of these results, at temperatures below
∼200 K, the per-molecule cost of a dislocation should be higher
than the free energy cost of a cubic−vapor interface. A
compromise between these two defects may explain the

formation of cubic ice at the site of dislocations in experiments
at 150 K.61 Propagation of cubic ice away from the dislocation
should increase the free energy according to the amount of
cubic ice exposed to vapor (NC/vapor × ΔGC/vapor−H/vapor) and
the number NCH of molecules at the in-layer defective line that
connects cubic and hexagonal order in a plane (NCH × ΔGCH,
where ΔGCH is 130 ± 15 J mol−1).19 The combined free energy
contributions from all these factors suggests that even though
the dislocation can initiate the growth of cubic ice in
thermodynamic equilibrium the ice layer will anneal to
hexagonal ice away from the dislocation. At very low
temperatures, however, it may take a longer time to achieve
equilibrium than to grow a new layer of ice on top of the
exposed cubic layer. The latter would decrease the driving force
of the transformation to H order because the cost of the
stacking interface (ΔGsf = 5.6 ± 1.2 J mol−119) is over an order
of magnitude lower than ΔGC/vapor−H/vapor. On the basis of these
arguments and the results of this work, we expect a very small
fraction of cubic layers in ice grown from vapor, even at the
lowest temperatures for ice formation in the troposphere. That
small fraction of cubic sequences could be responsible for the
trigonal symmetry of the ice crystal. An experimental
characterization of the density of stacking faults of ice crystals
grown from vapor is needed to conclusively determine the
relation between cubicity and morphology of atmospheric ice
crystals.

4. CONCLUSIONS
In this work we use large-scale molecular dynamics simulation
with the mW water model to determine (i) the structure of ice
that grows through vapor uptake from 200 to 260 K, a
temperature range relevant to cirrus or mixed-phase clouds in
Earth’s atmosphere, (ii) the mechanism of formation of new ice
layers by vapor deposition, and (iii) the magnitude and physical
origin of the free energy difference between cubic- and
hexagonal-terminated ice interfaces exposed to the vapor.
The simulations indicate that vapor uptake results in growth

of hexagonal ice in the entire temperature range relevant for
mixed-phase and cirrus clouds. This prediction agrees with the
predominantly hexagonal morphology of ice crystals grown
from vapor in experiments above 230 K.7,54,55 The formation of
a new ice layer in the simulations proceeds via nucleation and
growth of single-layered clusters, as previously observed in
optical microscopy experiments.102,103 We find that small
single-layered clusters of ice fluctuate between cubic and
hexagonal order by collective translation in the early stages of
layer formation. As the area of the clusters increase, these
fluctuations become rare, and the clusters remain predom-
inantly in the hexagonal ice order. Our simulations agree with
AFM-STM experiments of vapor deposition at cold temper-
atures, which indicate that only hexagonal clusters are nucleated
at the ice surface,61 and demonstrate that the mechanism of
layer formation remains the same at warm temperatures.
Stacking disordered ice grows from vapor in simulations only

under extreme supersaturations for which the rate of water
deposition is higher than the rate of its accommodation into the
crystal lattice. Such extreme supersaturations are plausible in
the summer polar mesosphere and can also be achieved in
laboratory experiments of frost formation from vapor, which
indeed produce stacking disordered ices.12,118 Under these
conditions, the simulations indicate that a nonequilibrium
disordered layer completely wets the ice surface. This creates a
liquid−ice interface, which favors hexagonal ice relative to cubic
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ice by only a small free energy difference, 3.8 ± 1.8 J mol−1.19

Our results show that liquid-like disorder at the ice surface can
result in formation of stacking faults in ice grown from vapor.
Stacking faults by themselves, however, add little to the free
energy of ice (8 J mol−1 in experiments20 and 9.7 ± 1.9 J mol−1

in simulations with the mW model19) and cannot be
responsible for a significant increase in the vapor pressure.
Defects such as porosity and grain boundaries that create high
free energy ice−vapor and ice−liquid interfaces19 could be
primary contributors to supersaturation in ice clouds and
contrails.
The simulations reveal that the ice−vapor interface favors

hexagonal over cubic order by a free energy difference of
ΔGC/vapor−H/vapor = 89.7 ± 12.8 J mol−1 at 260 K (48.5 ± 6.1 J
mol−1 or 0.9 mJ m−2 if the premelted water at the ice−vapor
surface is also counted). The penalty against cubic ice at the
vapor interface is over 20 times higher than at the liquid
interface19 and in bulk.23 Our analysis indicates that the
difference in enthalpy between the cubic and hexagonal
interfaces is negligible and that ΔGC/vapor−H/vapor originates in
a larger entropy of the hexagonal interface. Hence,
ΔGC/vapor−H/vapor ≈ −TΔSC/vapor−H/vapor and should decrease
strongly on cooling. The lower penalty against cubic ice−vapor
interfaces at low temperatures, along with a slow kinetics for
the transformation of metastable cubic interfaces, may facilitate
the formation of cubic ice clusters at screw dislocations in
experiments below 150 K.61 Our analysis suggests that
persistent cubic ice sequences could be found in noctilucent
clouds, where temperatures are as low as 100 K,58,110,119,120 and
supports the existence of some extent of stacking disorder in ice
grown from vapor below 190 K and in the tropical tropopause
layer and polar stratospheric clouds, where trigonal ice crystals
were found.56−59

The entropy difference between the surfaces of hexagonal
and cubic ice in contact with vapor should be reflected in
distinct density of states of vibrational modes for these two
surfaces. The mW water model can only account for
contributions arising from the O−O (or center of mass)
vibrational modes and may underestimate the free energy
penalty against cubic ice. Flexible polarizable water models that
are built from first-principles, such as MB-Pol121 (which was
recently used to predict the vibrational spectrum at the liquid−
vapor interface in excellent agreement with experiment122)
would be ideal to evaluate the differences in vibrational density
of states of cubic and hexagonal ice interfaces exposed to vapor.
Identification of the vibrational modes that destabilize a cubic
interface is key to develop surface additives that can tilt the free
energy stability in favor of the cubic interface. In that quest, it is
worthwhile looking into the behavior of compounds of the
periodic groups IV and III−V, which share with water the
formation of tetrahedrally coordinated crystal poly-
morphs.64,123,124 Diamond cubic is the stable polymorph of
group IV silicon and germanium and of III−V (e.g., GaAs, InP)
semiconductors, whereas the hexagonal diamond structure is
metastable. The expected difference in free energy between
cubic and hexagonal polymorph in silicon is significantly larger
than that in water.125 However, the metastable hexagonal
polymorph of silicon and other tetrahedrally coordinated
semiconductors have been recently realized by controlling
growth conditions: temperature, supersaturation, and chemical
composition of the vapor.126−128 Polymorph selection against
the stable bulk crystal polymorph by interfacial molecules has
also been reported in the biomineralization of calcium

carbonate,129−132 as well as pharmaceuticals and other organic
crystals.133−136 We hypothesize that it may be possible to
synthesize the elusive cubic ice polymorph by controlling the
interfacial energy through additives that direct the polymorph
selection. We note that heterogeneous nucleation of ice in
molecular simulations has resulted in selective nucleation and
growth of specific polymorphs or facets of ice depending on the
nucleating surface.78,79,137−139 Manipulation of the ice−liquid
interface, which has a penalty against cubic order 25 times
smaller than the ice−vapor interface, may offer the most
promising avenue to synthesize cubic ice in laboratory
experiments.
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